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ABSTRACT
Many aspects of technological innovation can be represented using graph theory. This makes possible both quan-
titative and qualitative analysis of technologies and of technological innovation. This article describes how graph 
theory can be applied in this way, with worked examples from lithic technology. The results are analyzed quan-
titatively, to assess complexity using several measures, and qualitatively, to assess potential interactions between 
technologies. Innovation can be quantified as the minimum edit distance between the graph for a new technology 
and the previous situation. The resulting model also is linked to ergonomic measurement and to foraging theory.

The “Innovation and Evolution” workshop was held at the Centre for the Archaeology of Human Origins, Uni-
versity of Southampton, United Kingdom; workshop papers guest edited by Hannah Fluck (University of South-
hampton; and, Landscape, Planning and Heritage, Hampshire County Council), Katharine MacDonald (Faculty 
of Archaeology, University of Leiden), and Natalie Uomini (School of Archaeology, Classics and Egyptology, 
University of Liverpool). This is article #5 of 7.

INTRODUCTION

At an everyday level, “complexity” is a useful concept, 
and there is general agreement that the archaeologi-

cal record shows an increase in complexity from, say, an 
Oldowan core tool to a modern computer. Under closer 
examination, however, complexity itself starts to become 
a complex concept, and one which produces some appar-
ent paradoxes. For instance, a clockwork watch consists 
of many separate parts, but does this mean that it is more 
complex than a digital watch which consists of only a few 
separate parts, but whose manufacture requires highly ad-
vanced technology? Measuring complexity is clearly a key 
issue in any attempt to study innovation empirically, and it 
is equally clear that measuring complexity is a non-trivial 
problem. This article discusses issues involved in defining 
complexity; distinguishes between different types of com-
plexity; gives a worked example of operationalizing one 
type of complexity; and, relates this discussion to the prob-
lem of interpretation of the archaeological record.

MEASURING COMPLEXITY
There are various possible measures of complexity, each 
useful for different purposes. This article describes four 
main measures, as follows:

• Process complexity
• Cognitive complexity
• Complexity of use
• Complexity of manufacture
The first three of these measures are well described by 

other authors, and so are described here relatively briefly, 

to give general context. This article focuses primarily on 
complexity of manufacture, which has received less atten-
tion previously; it also examines the issues of surface com-
plexity and deep structure complexity.

SURFACE COMPLEXITY AND DEEP
STRUCTURE COMPLEXITY
One important point from the outset is that complex ap-
pearances do not necessarily require complex causes. We 
can distinguish between the surface complexity of an item 
(i.e., how complex its outward appearance is) and the deep 
structure (i.e., causal) complexity of the same item (i.e., 
how complex the underlying cause was which led to that 
outward appearance). This is very similar to, but not iden-
tical to, the concept from computer science of algorithmic 
complexity, i.e., the number of instructions needed to pro-
duce a given output.

A classic example of this is a fractal image. The com-
plexity of an image can be measured in various ways. For 
example, one widely used metric in computer science is 
the compressibility of the image. There are numerous al-
gorithms for tackling this problem. One popular approach 
is to treat an image as being like a mosaic laid out in regu-
lar rows and columns, where the algorithm in essence re-
cords how many consecutive squares are of the same color 
as it works through each row in turn, rather than record-
ing the color of each square individually. For instance, 
the sequence “red, red, red, red, red, blue, blue, red, red” 
could be stored more efficiently as “5 red, 2 blue, 2 red.” 
The more the image can be compressed, the lower its in-
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doing something to the spear) was limited, but the elapsed 
time (i.e., time from the start of the manufacture to the end 
of the manufacture) was considerably longer. Haidle (ibid.) 
estimated that the total elapsed time taken to manufacture 
each spear was in the order of several days. There is also 
the consideration that a tool might be modified during its 
lifetime; for instance, by sharpening or other forms of re-
working (Bousman 1993). This can be represented in vari-
ous ways, including flowcharts (e.g., Bousman op.cit.)

COGNITIVE COMPLEXITY
When multiple processes are involved, and when there are 
substantial periods of “waiting time” involved, then there 
are obvious advantages in having a plan for the overall pro-
cess. Ling, McGrew, and colleagues at the Department of 
Biological Anthropology at the University of Cambridge 
have studied the cognitive complexity and planning se-
quences required for various Paleolithic manufacturing 
technologies. They have also studied the cognitive and 
physiological issues involved in using a given artifact, as 
described in the following section (Ling pers. comm., 2007).

Even an apparently simple artifact such as a self-wood 
spear (i.e., a spear made out of a single piece of wood—es-
sentially a sharpened stick) can require considerable cog-
nitive complexity for its production. The issue of elapsed 
time versus time on task has already been raised—if the 
elapsed time required is in the order of several days or 
more, as in the case of the spears examined by Haidle (2007, 
submitted), then this implies advance planning consider-
ably beyond anything observed in present-day great apes. 
If seasoned wood is involved, as is the case in traditional 
manufacture of longbows, then the seasoning time is in the 
order of years, even before manufacture begins. There is 
also the issue of sequencing of tasks, where a long sequence 
of actions may be required as preparations for a later task—
a classic example is Levallois flake technique, where doz-
ens of preliminary flake detachments are required before 
the intended flake is released. 

The processes involved in manufacture can be repre-
sented diagrammatically via, e.g., planning diagrams and 
chaînes opératoires; a good example is provided by Bleed 
(2001). The resulting diagrams can look highly complex. 
It is important, however, to distinguish between the types 
of cognition which can be used to reach a given goal. One 
main type involves sequential symbolic reasoning, often 
linguistically mediated— e.g., “you do this, then you do 
that, then you do this third thing.” Another main type in-
volves parallel processing, often combined with pattern 
matching, where the learner sees how something is done, 
and can imitate it accurately, even if they are unable to put 
it into words (e.g., “it should look like this”). The two types 
are useful for different types of activity, and what is simple 
to handle via one type may be difficult or impossible via 
another. A classic example is recognizing a familiar face, 
which is normally performed easily using parallel process-
ing and pattern matching; trying to describe that face un-
ambiguously in words with sufficient detail to distinguish 
it from other faces is extremely difficult. 

formation content. Fractal images typically have very high 
information content using this approach and can reason-
ably be described as complex. However, each fractal image 
is typically derived from a very short equation, which can 
reasonably be described as simple. The fractal therefore has 
considerable surface complexity but little deep structure 
complexity. The concept of algorithmic complexity tends 
to be used in relation to deterministic systems, where the 
algorithm produces all the outputs being modeled. This 
can lead to obvious problems when trying to model chaotic 
systems, so the term “deep structure complexity” is used 
here as a way of sidestepping the various theoretical issues 
which might be raised by simply adopting “algorithmic 
complexity” unchanged.

An archaeological example is the pattern in a pattern-
welded sword blade. Although the shape of the pattern 
is complex, the complexity has a simple cause—rods of 
metal are twisted together and then hammer-welded flat. 
The only extra step in the sword-making process which 
is required to add this complex pattern is the twisting of 
the rods; without this single step, the blade would be vi-
sually much simpler. This example shows a high degree 
of surface complexity produced by a process involving 
comparatively little deep structure complexity. In terms 
of technological innovation, this example shows compara-
tively little change in technological complexity. In terms of 
cultural innovation, however, pattern-welded blades show 
much more surface complexity than an “ordinary” blade, 
and would initially be rare, matching two classic require-
ments for prestige items (conspicuousness and rarity); they 
might therefore be expected to spread rapidly as a cultural 
innovation. 

PROCESS COMPLEXITY
Process complexity can be illustrated by the example of a 
bag made out of string consisting of twisted grass. In terms 
of materials, the bag simply consists of string, which in turn 
consists of grass, and it can be described as low in complex-
ity. In terms of process, however, the bag might involve 
tying a series of knots for the main body of the bag, and 
a series of different knots for the mouth of the bag, with 
perhaps a drawstring as well, and is likely to require con-
siderable time and skill to manufacture; in this respect, the 
bag is high in complexity. 

There are obvious advantages in being able to represent 
the processes involved in making an artifact, as well as the 
materials and tools involved. There are numerous ways in 
which this can be done. This section briefly describes an ex-
ample. This issue is covered in detail by Haidle (2007, 2009). 
In brief, Haidle (ibid.) analyzed the processes involved in 
making Paleolithic spears from the archaeological record. 
Although the spears each consisted only of a single piece 
of wood, and were therefore simple in terms of materials, 
they showed evidence of a non-trivial series of processes 
in their manufacture, including heating and straightening. 
The time taken to do this was also non-trivial. Much of that 
time was spent waiting for slow processes to happen, so 
the time on task (i.e., time when the maker was actively 
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of answers, and to accept that each gives a useful but dif-
ferent insight.

COMPLEXITY OF USE
An issue closely related to complexity of planning is com-
plexity of use of an artifact. A thrusting spear, for instance, 
requires a set of activities to bring the user sufficiently close 
to the target. A bow requires simultaneous use of both 
hands, and a highly practiced grip of bow, bowstring, and 
arrow. This raises a further issue, namely physiological 
constraints. Tools such as spears and lithic artifacts need 
to be grasped in some way in order to be used, which leads 
into the anatomy of the hand, where different species have 
different constraints as regards potential tool use.

This introduces a further challenge, namely the well-
recognized problem of interpreting the archaeological re-
cord. This is particularly problematic for attempts to study 
processes, since these by definition are actions and there-
fore ephemeral; those actions leave traces through which 
the actions can be inferred, but it is easy to make mistaken 
inferences, and there is always the possibility that a given 
trace was produced using a different process overlooked 
by the researcher. This distinction between what might 
conceivably have happened, what is demonstrably feasible 
and what actually happened carries through to the topic of 
the next section, namely complexity of manufacture.

COMPLEXITY OF MANUFACTURE
Various attempts have been made to quantify technologi-
cal complexity on the basis of the artifacts and materials 
involved, as opposed to, e.g., the processes involved. For 
example, percussion techniques can be classified on the ba-
sis of how many items are involved, ranging from a score of 
zero when a nut is hit directly against a tree, to four when 
hammer and anvil technique are used on a nut, with the 
anvil being chocked up on wedges to keep it level (Matsu-
zawa 1996, cited in Marchant and McGrew 2005). Another 
approach is Oswalt’s concept of the technounit, i.e., the 
number of components of which an artifact is composed 
(Oswalt 1976). So, for instance, a self-wood spear would be 
a single technounit, and a spear with a head held in place 
by bindings would consist of three technounits (shaft, head, 
and binding). This concept has been applied both to human 
tool use (e.g., Bousman 1993) and to non-human primates 
(e.g., Westergard 1994).

Although both these approaches produce a single, 
reasonably objective measure of complexity, they are un-
able to handle various types of complexity which we might 
want to measure. For instance, two polished flint axeheads 
might both consist of one technounit, but the first axehead 
might be made from surface flint, whereas the second is 
made from flint which has been deliberately mined, and 
which therefore involves greater complexity in the overall 
production process.

One way of handling this was proposed by Rugg and 
McGeorge (1995) who used graph theory to produce dia-
grams showing the full chain of tools and materials needed 
to make the tools which were required to make the artifact. 

In addition, highly practiced skills may become com-
piled, i.e., so habitualized that they no longer require con-
scious thought. Compiled skills are typically performed 
much faster and more accurately than non-compiled skills, 
which can be very useful in the case of motor skills (some-
times known as “muscle memory”). A good overview 
is provided by Ericsson et al. (2006). An example of this 
phenomenon in the ethnographic literature is Stout (2002), 
who describes a classic case of what appears to be com-
piled skill in stone tool production. The phenomenon is 
also described in other literatures, often with names such 
as “unconscious skills” or “tacit skills” and with varying 
levels of insight into the underlying neurological processes 
involved (e.g., Baars 1997). The issue of how concepts are 
mentally organized has received considerable attention in 
the psychological literature. One early landmark was the 
introduction of the concept of the “schema” as a way of 
modeling mental prototypes by Bartlett (1932). An inter-
esting feature identified by Bartlett, and also found by a 
substantial body of subsequent work, was the tendency for 
individual cognitive actions to converge towards a proto-
typical version of that action; for instance, for re-tellings 
of a story to converge on a simplified, prototypical version 
of that story. Another landmark publication was Miller’s 
(1956) classic article on human cognitive limitations, where 
Miller outlined the concept that human cognition is typi-
cally limited to about seven “chunks” of information. A full 
description of this literature, and of the closely related Ar-
tificial Intelligence literature on knowledge representation, 
is outside the scope of the present article. The issue of con-
vergence on prototypicality has obvious implications for 
the extensive literature on lithic classification. One recur-
rent question within that literature is to what extent lithic 
classification reflects planned templates in the mind of the 
knapper, versus constraints imposed by the nature or the 
availability of the lithic materials, or statistical templates 
in the mind of the lithic researcher (e.g., McPherron, 2006).

A consequence  of skill compilation is that if an activity 
consists of a series of highly compiled skills, then it may 
look cognitively complex, but may only require a small 
number of cognitive steps linked by highly habitualized ac-
tions which involve little cognitive load. This complicates 
any attempt to assess the scale of a particular innovation—
an apparently large innovation may turn out to be the re-
sult of a very small increase in complexity, or vice versa.

A further complicating issue is identifying where the 
complexity resides within a given task. Some tasks involve 
materials which require a considerable number of activi-
ties in reaction to the material; for instance, knapping low-
quality flint typically requires numerous sub-tasks to work 
around each new flaw that is discovered in the flint. The 
sub-tasks were not planned in advance, and are reactions 
to complexity in the flint, but they are numerous, and the 
knapper needs to retain throughout them the overall aim of 
the knapping. This issue is well recognized within the lithic 
research community and elsewhere (e.g., Clarke, 1999). 
Rather than trying to decide on a single “true” solution to 
this issue, it makes more sense to use a more extensive set 
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with each pictogram representing one chunk. Examples of 
commonly occurring chunks include “pick up” and “visu-
ally inspect.” A chunk normally involves a set of lower-lev-
el activities which can be usefully treated as a single unit 
for the purpose in question, for instance, the chunk “pick 
up” subsumes various lower-level activities of arm exten-
sion, grasping, etc. Different purposes will have different 
implications for choice of chunks, for instance, a study of 
hand positions in knapping would need to treat each hand 
position as a separate therblig, rather than lumping them all 
together as “hold.” Whether the Therblig chunks map di-
rectly onto cognitive chunking in the sense described in the 
expertise literature (e.g., Ericsson et al. 2006; Simon 1967) 
is an interesting question, and one which would probably 
repay detailed investigation.

Each task being modeled may in principle require de-
velopment of its own therblig system, but in practice the 
number of chunks required is usually tractably small, and 
there are many therbligs which occur across a wide range 
of activities and which therefore do not need to be devel-
oped from scratch. For manufacture of early lithic core 
tools, the therbligs would include “change hand position,” 
“hit with hammerstone,” “visually inspect,” and “turn core 
over.” Therbligs are usually represented as simple sketch 
diagrams—for instance, a stylized eye to represent “visual-
ly inspect”—to enable faster note-taking, but for clarity the 
worked examples below will show each therblig in words, 
within a square bracket.

For a hypothetical Oldowan core tool with minimal re-
touch on two surfaces, the therblig representation would 
look as follows:

[visually inspect] [hit] [hit] [hit] [turn core over]
[visually inspect] [hit] [hit] [hit]

When the task is represented in this way, the regularities 
become obvious, as do the similarities to other human reg-
ular structured activities such as song and dance, raising 
the interesting speculation that an underlying cognitive fa-
cility for regular structured activity was co-opted for vari-
ous purposes.

Adding extra elements to the diagram above illustrates 
how greater surface complexity can rapidly arise from a 
comparatively small change in deep structure complexity. 
We can treat the two lines above as a single process, nam-
ing it “{retouch-section}” in braces, to distinguish it from 
the unitary therbligs in square brackets. If we now add the 
concept of “change hand position”—i.e., changing position 
of the hand holding the core so as to expose a new work-
ing unretouched area—then we can produce the following 
diagram.

{retouch-section}
[change hand position]
{retouch-section}

This representation shows that the underlying change in 
process is small. Only one new entity has been introduced, 
and one already existing entity, namely {retouch-section}, 
has been repeated. However, if we unpack this representa-
tion into the activities which it represents, then the surface 
complexity is considerably higher than in the first diagram, 

For example, an early handaxe can be produced using a 
hard hammer and a flint nodule. This can be shown dia-
gramatically as follows (Figure 1).

This diagram contains three entities (handaxe, flint 
nodule and hard hammer) and is two layers deep. The 
same approach can be extended to handle larger numbers 
of entities, which is described in more detail below. Al-
though the underlying concept is simple, there are various 
ways in which it can be applied, which raises the issue of 
choice of appropriate representation for different aspects 
of complexity.

REPRESENTATIONS
There are numerous formalisms which can be used to rep-
resent aspects of each of the types of complexity described 
above. Processes, for instance, can be represented using 
planning diagrams, Gantt charts, or PERT Charts. There 
is, however, an important distinction between represent-
ing complex processes and measuring complexity per se. 
For example, a Gantt chart shows a representation of which 
processes are active at which times and a PERT chart shows 
which tasks feed into which other tasks in what sequence. 
In both cases, the resulting chart gives a visual indication 
of the complexity involved, but this is not the same as at-
tempting to quantify it.

 These issues can be illustrated by representing the 
production of a core tool via direct percussion with a ham-
merstone.  One useful formalism from ergonomics is the 
therblig. Therbligs were invented by Frank and Lillian Gil-
breth in the early twentieth century; the name “therblig” 
is an anagram of “Gilbreth.” Therbligs are useful for mod-
eling tasks in ergonomics, particularly workflow analysis, 
and are still widely used today. A good overview is given 
by Ferguson, who pulls together the fragmented primary 
literature ( Ferguson 2000). Therbligs are a system of simple 
pictograms which is used to represent chunks of activity, 

Figure 1. Tool and material requirements for an early handaxe.
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The parenthood metaphor is widely used in directed 
graphs, regardless of what the graph is actually represent-
ing. In Figure 2, node A would be described as the parent 
of nodes B and C. Another widely used metaphor in graph 
theory is the concept of a “leaf node.” A leaf node is one 
which cannot be further subdivided, whether for practical 
or logical reasons. For instance, a graph showing the com-
ponents of a machine might show an individual bolt as a 
leaf node, since the bolt does not consist of any lower-level 
sub-components. The stage of reaching leaf level is known 
by various names, such as “instantiation” and “bottoming 
out.” 

Graph theory includes metrics for the number of layers 
involved in a directed graph and the number of different 
nodes involved, making it possible to measure the com-
plexity of a graph without any subjective assessment being 
involved. It also is possible to measure the minimum edit 
distance between two graphs, i.e., the minimum number 
of changes required to transform one graph into another, 
which makes it possible to quantify a technological innova-
tion when the previous technology and the innovation are 
represented as two graphs.

It is often convenient to label the arcs for clarity. This 
can be done in various ways, as described in Figure 3.

The hypothetical example in Figure 3 uses solid lines to 
indicate the links involving entities which were definitely 
used to make an artifact (the flint nodule and the hard ham-
mer) and a dashed line to indicate an entity which is postu-
lated but not proven (a piece of leather to protect the knap-
per from cuts while knapping). For simplicity, the tools and 
materials for producing the leather have been omitted from 
this diagram. Various conventions can be adopted for line 
types; for instance, different thicknesses of line, or different 
proportions of dots and dashes in lines, to indicate plau-
sibility of links, or weight of evidence for links. It is also 
possible to add numeric values to the arcs, as in Figure 4.

The numbers on the arcs can be used to represent a 
wide variety of measurement, for instance, the example 

as follows.
[visually inspect] [hit] [hit] [hit] [turn over]
[visually inspect] [hit] [hit] [hit]
[rotate]
[visually inspect] [hit] [hit] [hit] [turn over]
[visually inspect] [hit] [hit] [hit]

This example illustrates several useful concepts. One is 
the concept of chunking—aggregating several entities to-
gether into a single concept, which can significantly reduce 
cognitive load for the person doing the task. A classic ex-
ample is chess, where chess masters typically conceptual-
ize the arrangement of pieces in a game as a combination 
of “chunks” of several pieces in a familiar configuration 
such as a specific, named defense (de Groot 1965; Gobet 
and Charness 2006). An excellent introduction to this and 
to related areas of expert behavior is Ericsson et al. (2006). 
Another useful concept is the distinction between deep 
structure and surface complexity. A third is the distinction 
between representation and measurement. The therblig 
notation above, for instance, makes it easy to measure the 
number of individual actions performed and the number 
of higher-level chunks into which they can be organized. 

Therbligs are useful for modeling physical activity. 
The following section focuses on a different type of repre-
sentation which is useful for representing and measuring 
complexity, namely graph theory, illustrating its use for 
modeling and measuring complexity of manufacture for an 
artifact.

USING GRAPH THEORY TO MODEL
COMPLEXITY OF MANUFACTURE

FOR AN ARTIFACT
The approach described here is based on the concept of 
fabricatory depth (Rugg and McGeorge 1995), which ap-
plied graph theory to technology with particular reference 
to materials and tools used in the total production chain. 
Graph theory is a branch of mathematics originated by 
Euler (1741), which is now widely used in numerous fields. 
A classic introduction is provided by Ore (1996). The core 
concept of graph theory involves points which are joined 
by lines, as in Figure 2. The points are variously known as 
vertices or as nodes, and the lines as edges or arcs. In Figure 
2, the top node (A) is joined by one arc to node B and by an-
other arc to node C. Node B is not joined directly to node C. 

One widely used distinction in graph theory is between 
undirected and directed graphs. In an undirected graph, 
the arc between two nodes has the same meaning regard-
less of the direction in which it is traveled, for instance, the 
arc between A and B might mean “is a relative of,” in which 
case “A is a relative of B” means the same as “B is a relative 
of A.” In a directed graph, the arc has different meanings 
depending on the direction in which it is traversed, for in-
stance, “A is a parent of B” has a different meaning from “B 
is a parent of A.” Examples of commonly used directed arcs 
in practical applications include “is a type of” and “con-
sists of.” When the label for an arc consists of more than 
one word, a common convention is to join the words with 
underscores.

Figure 2. A simple graph.
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approach makes it possible to measure the depth and the 
width of the graph, i.e., the number of entities involved at 
a given level, although the latter measure needs to be used 
with caution in the more complex graphs. The examples are 
forms of axehead, showing changes in technology through 
time. As a comparison, they include the handaxe, which 
was probably not generally used as an axe, but which is 
used as a convenient example of a related tool which shows 
minimal fabricatory depth.

EXAMPLE 1: MANUFACTURING
COMPLEXITY IN A HANDAXE

Figure 5 shows a graph for a simple form of handaxe, pro-
duced using only hard hammer technique on a flint nodule. 
The depth of this graph is 2 layers, the maximum width is 
2, and the number of entities involved is 3. 

The reality of lithic manufacture can be much more 
complex, however, and can involve activities such as us-
ing both soft and hard hammers. The next example dem-
onstrates this for a handaxe produced using both types of 
hammer.

In Figure 6, a hard hammer is used both directly on the 
flint nodule and also to modify an antler into a soft ham-
mer, as opposed to the earlier production method of using 
only a hard hammer. This graph has a maximum depth of 
3, a maximum width of 3, and contains 5 entities. Although 
these two graphs show increasing complexity across time in 
terms of tools and materials being used, the increased com-
plexity using this metric is small. The situation is likely to 
be very different if an Oldowan tool is compared with, say, 
an Acheulian handaxe in terms of complexity of process, il-
lustrating how the use of different measures of complexity 
can bring out a richer picture of what is going on. If there is 
a noticeable increase in one form of complexity, but not of 
other forms, this can generate potentially testable hypoth-

in Figure 4 could illustrate the elapsed time required in a 
particular ethnographic example to obtain a flint nodule, a 
hard hammer, and to prepare a piece of untanned leather.

The rest of this section describes the application of 
graph theory in the manner described above, using worked 
examples. The convention used here is that the topmost 
node in the graph represents the artifact whose production 
is being modeled, and the bottom level of nodes represents 
the “leaf level” entities being used, i.e., unmodified entities 
such as stones and antlers naturally shed by deer. (This is 
different from raw materials, since the term “raw material” 
is often used to describe something which has already un-
dergone pre-processing, such as copper ore which has been 
dug out of a mine and ground into powder form.) This 

Figure 3. Arc labeling to show attested and postulated entities.

Figure 4. Arcs with numeric labels.

Figure 5. A simple graph showing handaxe manufacture.
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to be represented differently depending on the production 
method which was used in a given case. The Figure 7 graph 
shows a maximum depth of 3 (although some items could 
be extended to a greater depth) and a maximum width of 
6, with a total of 9 entities shown. The omitted parts would 
roughly double the number of entities involved—antler 
and hard hammer for the pick, handle, axehead, and bind-
ing for the axe, honeysuckle or leather and cutting tool for 
the rope, ox shoulderblade for the shovel, withies and cut-
ting tool for the basket, chalk and fuel for the lamp. This 
graph raises several questions, which are discussed below.

One apparently trivial question involves the space re-
quired to show a graph. Graphs of this sort often are too 
big to represent conveniently on a single sheet of A4 or on 
a standard computer screen. The usual solutions involve 
breaking the graph into smaller components which can 
be shown separately, or in the case of online representa-
tions, allowing the user to scroll around the graph. Both 
of these can limit the usefulness of the graph, by prevent-
ing the user from seeing it as a whole. There are practi-
cal and theoretical advantages in using lower-technology 
solutions, such as cards stuck to large sheets of paper, so 
that the user can visualize the entire graph as a whole. Al-
though the graphs can be large, they do terminate, and the 
systematic, exhaustive process on which they are based is 
good for detecting key components and tools which might 
otherwise be overlooked. This issue is closely connected to 
the concept of craft skills, i.e., skills typically viewed as too 
low level to merit inclusion in formal education and train-
ing (e.g., Brown and McIntyre 1992). In both cases, focusing 
on the lowest levels of description and categorization can 
lead to significant new insights. 

A second issue is that this graph shows part of a loop, 
indicated by the dashed circle. The flint nodule will be 
turned into a polished flint axehead, but mining the nodule 
requires a ladder, and the ladder is made from a tree trunk 
worked to shape with a polished flint axe. Loops like this 
are fairly common. They can become an issue if part of the 
loop involves a rare entity which cannot easily be replaced; 
in such cases, loss of that entity could lead to the break-
down of the entire process in which it is used (examples 
include artifacts where an essential component is obtained 
via trade and is not obtainable locally; disruption of the 
trade network would then have serious implications for 
producing that artifact). In this example, the axehead used 
to make the ladder could be made using flint found on the 
surface, so the loop could be reconstituted if it broke down. 
This issue is an important one for anyone attempting to 
produce a software model of this approach—causal loops 
have implications for the software design, which needs to 
be able to handle the circular referencing involved.

A third issue involves the distinction between how 
something could have been made, and how it actually was 
made in a specific case. For example, a lamp could be made 
out of a stone with a naturally occurring hollow in it, or 
out of a stone hollowed out using a burin. The material for 
the basket could be cut using a simple struck flake or with 
a more sophisticated implement such as a pressure-flaked 

eses about what was happening at a given point in prehis-
tory, for instance, whether a given change is more readily 
attributable to an increase in cognitive capacity rather than 
physical dexterity or availability of materials. The relative 
importance of these factors and of the interactions between 
them is a well-recognized topic, and is a recurrent theme in 
the literature on lithic technology (e.g., Roux and Bril 2005).

The situation became more complex with the innova-
tion of polished flint axeheads. These need to be produced 
from high quality flint to reduce the risk of breakage due 
to end shock when the axehead strikes a tree, and the high 
quality flint often was obtained by mining. The next exam-
ple illustrates this point.

EXAMPLE 2: MINING FLINT
Figure 7 shows the main items required for flint mining. 
It differs from the previous examples in that the flint nod-
ule is the intended end product (of the mining process), so 
the flint nodule is shown at the top of the graph. The axe 
in this example is a tool used in the process of mining the 
flint nodule, and is shown lower in the graph. This figure 
is illustrative rather than exhaustive; individual mines will 
differ in the specific items used and will need to be repre-
sented individually. This issue is discussed in more depth 
below.

Figure 7 is deliberately incomplete, as indicated by the 
dashed lines, partly because of space constraints, partly 
because some entities can be produced in more than one 
way (e.g., baskets and lamps) and would therefore need 

Figure 6. Example 2: A more sophisticated form of handaxe pro-
duction.
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whether a leather bucket or a wooden bucket was used to 
carry water). 

It is possible to plot the various fabricatory metrics 
against time. Figure 8 shows the number of separate tools 
and materials used in manufacturing the items described 
in this chapter, in chronological sequence. The figure could 
be extended back to the Lower Paleolithic, but would re-
main constant at a value of 2 tools/materials throughout 
that time. Plotting values for different tools (e.g., scrapers) 
and different metrics (e.g., number of levels in the graph 
for manufacturing complexity) would obviously produce 
different results, but it is likely that the overall shape of the 
histogram would remain similar. This metric is useful as an 
indicator of amount of effort and the number of materials 
involved. Other metrics are useful for other purposes, for 
instance, the number of levels in the graph might give some 
interesting insights into the cognitive complexity involved 
in producing a given artifact. 

The values for the polished flint axehead and copper 
axehead are conservative; even for these values, it is clear 
that there is a steep rise in the complexity of manufacture 
from the Mesolithic through to the Chalcolithic. The ener-
gy costs in terms of time for manufacture also rise steeply 
through this time, from about one or two hours for a tran-
chet axehead to about two hundred and fifty hours for a 
copper axehead; the time for a polished flint axehead varies 
considerably depending on whether surface flint or mined 

tool. Options of this sort can be represented using graph 
coloring. Graph coloring involves representing different 
types of link with different colors or line types, such as dot-
ted lines, as described earlier. For instance, the graph could 
use solid lines to show entities known to have been used in 
a particular case, dashed lines to show entities which were 
probably used, and dotted lines to show entities which 
could have been used; it could also show raw entities dif-
ferently from manufactured tools, or the use of the same 
tool in different parts of a process (including loops). 

When this method is used to represent the manufac-
ture of a copper axehead, there is a considerable increase 
in the number of tools and materials involved—at least 43, 
many of which are used more than once in different parts 
of the overall manufacturing process. A list of tools and 
materials is included in Appendix 1. The complete graph 
is too large to be conveniently reproduced here (four sides 
of A4)—the first layer of tools and materials, for instance, 
contains copper ore, bellows, tuyere, furnace, crucible, air 
pipes, tongs, a stone hammer for sprue removal, and three 
types of abrasive finisher. Most of these lead on to further 
sub-graphs, for instance, the copper ore, unless surface-
mined or collected as native copper, would involve a simi-
lar graph to that for mining flint, plus extra nodes and arcs 
for, e.g., fire and water used to crack hard rocks. The maxi-
mum depth of the graph is about five levels, depending on 
the specific manufacturing process being modeled (e.g., 

Figure 7. Items required for mining flint.
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occurs when an existing situation makes something else 
possible. In the case of flint mining, for example, most of 
the technology required for the mining already exists in ag-
ricultural societies engaged in large scale earth moving, so 
no extra inventions are required for them to start mining 
(ladders and lamps are not required for farming, but are 
likely to have been invented by this stage). Perhaps signifi-
cantly, very early farming does not necessarily require ma-
jor earth moving, but can be carried out via slash and burn 
agriculture, combined with the use of the digging stick. 
For a society with no history of defensive or monumental 
earthworks, mining would require the development of sev-
eral new entities. 

This implies that exaptations facilitating the develop-
ment of mining were not a necessary consequence of farm-
ing per se, but were a consequence of the construction of 
large defensive and ceremonial structures which used the 
same technologies as heavier-duty farming. A further im-
plication is that because large defensive structures require 
both large workforces to construct them, and a significant 
threat to guard against, there was neither means nor need 
to construct them until the population growth associated 
with widespread farming occurred. This produces the test-
able, though speculative, hypothesis that mining would be 
considerably more likely to occur after warfare and large-
scale earthworks were common. This is consistent with 
the archaeological record in Britain, where there are a few 
cases of pre-Neolithic mining, but the earliest large scale 
evidence for mining comes from the Neolithic.

flint are used. Another change during that period involves 
the time on task for manufacture. A tranchet axehead can 
be produced by one person working alone, and the man-
ufacture can be interrupted and resumed at any point in 
between other tasks. The copper axehead requires char-
coal for fuel, and making charcoal requires several days of 
constant attention to the burn. Similarly, the melting and 
casting of the axehead require constant attention, with no 
time available for other tasks. Figure 9 shows conservative 
figures for time required to make each of the four types of 
artifact. It assumes a figure of about an hour to produce 
an early handaxe, about the same for a later handaxe, and 
about one or two hours to produce a tranchet axehead. Al-
though the precise figures will vary from case to case, these 
figures are an order of magnitude lower than the figure for 
the polished flint axe, and two orders of magnitude lower 
than the figure for the copper axe.

OTHER ISSUES
The examples above demonstrate how graph theory can 
be used to represent and quantify complexity. This in turn 
makes it possible to generate testable hypotheses arising 
from the representation, as illustrated below.

EXAPTATION
The mining process for polished flint axes clearly involves 
more entities and more levels than the process of making 
the axehead itself; the situation is similar with copper axe-
heads. This leads into the issue of exaptation. Exaptation 

Figure 8. Number of tools and materials involved in producing forms of handaxes and axeheads through time.
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by a functional advantage. The energy cost of manufactur-
ing a handaxe or tranchet axe is about two hours; that of a 
polished flint axe using surface-found flint is about twenty 
hours, depending on the amount of polish; that of a copper 
axe is at least two hundred and fifty hours. Using this ap-
proach, one can measure the increasing functionality pro-
duced by different artifacts (e.g., time taken to cut down 
a given size of tree, or typical use time until the artifact 
breaks) against the energy cost of production, to identify 
the point where diminishing returns occurs; this point can 
be used as an indicator of where prestige value becomes 
more significant than functional value.

There are other potential insights from applying graph 
theory in a variety of ways. For instance, it is possible to 
check for sub-graphs shared between two or more tasks. 
An example of this is the use of “pinging” in craft skills, 
where the craft worker hits the material being worked and 
listens to the sound it makes; usually a clear, ringing tone 
indicates that the material is not flawed. This is used in do-
mains as different as flint working (where the flint nodule 
is pinged), bronze working (where scrap bronze of dubious 
provenance may be pinged to determine whether it is good 
enough for re-use), and modern dentistry (where the den-
tist may ping teeth with a dental probe to listen for cracks 
in the teeth). Other applications are left to the reader’s in-
genuity.

CONCLUSION
Graph theory provides a simple but powerful way of repre-

LINKS TO OTHER FORMS OF MEASUREMENT
The arcs in a graph can be used to represent ergonomic 
measures, such as typical energy costs for an activity (e.g., 
calories required to carry a flint nodule of a given weight 
for a given distance or to polish an axehead for an hour). 
This makes it possible to link this representation to stan-
dard ergonomics, to game theory (e.g., Maynard Smith 
[1982]) and also to foraging theory, which assesses the 
costs and payoffs of different strategies for finding and 
using resources. This is a well established concept in ar-
chaeology and anthropology (e.g., Bousman 1993). So, for 
example, it is possible to measure the amount of extra ef-
fort required to mine flint (with due reference to economies 
of scale, unit costs, etc.) compared to the effort involved in 
carrying home flint found during a hunting expedition and 
then to measure the energy costs of having to replace an 
artifact which broke because it was made of low-quality 
flint. Although this could be done without graph theory, 
using graph theory offers some advantages both in terms 
of clarity of representation, and also in terms of ability to 
represent optional routes to achieve a particular goal (for 
instance, the relative costs of producing an axehead using 
mined flint versus flint found on the surface).

More speculatively, and moving away from graph 
theory per se, the energy costs of an artifact could also be 
compared to the prestige associated with ownership of that 
artifact. The degree of polishing on some flint axeheads 
seems to be a good example of this, as the increased energy 
costs are significant, and this does not seem to be explained 

Figure 9. Approximate number of hours required to produce a handaxe, a polished flint axehead, a tranchet axehead, and a copper 
axehead, assuming use of surface flint for flint artifacts.
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senting a technology both quantitatively and qualitatively. 
This makes it possible to measure the degree of innovation 
involved in a more complex version of an earlier technol-
ogy and assess the extent to which a society is pre-adapted 
for a given new technology. It also enables understanding 
a culture’s technology in context; for instance, in terms of 
dependencies on raw materials or in terms of activities for 
which a culture will be pre-adapted. It has clear applica-
tions in modeling early societies, but can also be used to 
model aspects of modern technologies. The same approach 
can be applied to intangible entities such as the stages of a 
production process (as opposed to the materials and tools 
used in it), or societal structures, or to epistemological 
structures such as layers of explanation (elucidatory depth, 
as described in Rugg and McGeorge 1995).

At a practical level, once a given entity has been mod-
eled using this approach, that entity’s model can be incor-
porated into future graphs as a “white box,” so that other 
researchers can combine previously produced graphs into 
large, complex composite graphs fairly easily. This should 
make it possible to model complex activities such as metal 
working, where there are advantages in using several sepa-
rate graphs as components. The resulting models can be 
used both to generate and to test hypotheses, such as the 
hypothesis about links between mining and agriculture 
described in this article. Using this representation also has 
other advantages, for example, facilitating the use of forag-
ing theory as part of describing a given technology or soci-
ety. It also offers a simple, easily standardized way of tack-
ling the complex problem of modeling complexity itself.
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APPENDIX 1 
Items required for manufacturing copper axe, based on data from:  
Date and author unknown. Bronze Age living history in the Netherlands.  

http://1501bc.com/index_en.html (Accessed 31.3.2008) 
 
 
mould hammer antler tine 
clay stone head tree (for big bits of wood) 
sand cobble tuyere 
stylus binding high temperature clay 
charcoal rawhide furnace 
basket leather crucible 
spade branch (for handles, etc.) air pipes 
knife (flake) notch-grinding stone scraper 
flint nodule thread tongs 
hammerstone plant fiber small stone hammer for finishing 
reeds water hard stone grindstone 
 ox shoulderblade bellows sandstone grindstone 
turf awl clay and sand polisher 
firewood soft hammer  
fire antler  
TOTAL: 43 items   


